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#### Abstract

We prove that the Dirichlet-to-Neumann operator ( DtN ) has no spectrum in the lower half of the complex plane. We find several applications of this fact in scattering by obstacles with impedance boundary conditions. In particular, we find an upper bound for the gradient of the scattering amplitude and for the total cross section. We justify numerical approximations by providing bounds for the difference between theoretical and approximated solutions without using any a priori unknown constants.


PACS numbers: 03.65.Nk, 02.30.Tb

## 1. Introduction

In this paper, we discuss some spectral properties of the so-called Dirichlet-to-Neumann map which allows us to determine many properties of the scattering amplitude for scattering by obstacles with impedance boundary conditions. We remind the reader that, up to now, we do not have any concrete information on the scattering properties for obstacles of arbitrary shape in the case of intermediate values of the frequency. Besides, in numerical schemes (like Galerkin's scheme, for example), all inequalities controlling the difference between theoretical and constructed solutions include some, a priori, unknown constant, which depends on the surface. Our results on the spectrum of DtN allow us to exclude this dependence.

The paper has the following structure. First, we prove the absence of the spectrum in the lower halfspace for the operator DtN. Then, theorem 2 states an upper bound for the difference between the theoretical and approximated solution. Theorem 3 lists upper bounds for the total cross section, gradient of the scattering amplitude, field on the boundary and its normal derivative. And finally, theorem 4 is a note on the wave analogue of Newton's minimal resistance problem, namely we present a lower bound for the transport cross section.

Consider a bounded body $\Omega \subset \mathbb{R}^{3}$ with a smooth boundary $\partial \Omega$ and $k>0$. The scattered field is given by the Helmholtz equation and a radiation condition

$$
\begin{align*}
& \Delta u(r)+k^{2} u(r)=0, \quad r \in \Omega^{\prime}=\mathbb{R}^{3} \backslash \Omega  \tag{1}\\
& \int_{|r|=R}\left|\frac{\partial u(r)}{\partial|r|}-\mathrm{i} k u(r)\right|^{2} \mathrm{~d} S=o(1), \quad R \rightarrow \infty \tag{2}
\end{align*}
$$

If we fix the quite smooth boundary condition on $\partial \Omega$,

$$
\begin{equation*}
u(r)=u_{0}(r), \quad u_{0} \in W_{2}^{1 / 2}(\partial \Omega) \tag{3}
\end{equation*}
$$

then there exists a unique solution which satisfies all these conditions (e.g. [4]). Every function $u(r)$ which satisfies the mentioned conditions has asymptotic

$$
\begin{equation*}
u(r)=\frac{\mathrm{e}^{\mathrm{i} k|r|}}{|r|} u_{\infty}(\theta)+o\left(\frac{1}{|r|}\right), \quad r \rightarrow \infty, \quad \theta=r /|r| \in S^{2}, \tag{4}
\end{equation*}
$$

where the function $u_{\infty}(\theta)=u_{\infty}\left(\theta, k, u_{0}\right)$ is called the scattering amplitude and the quantity

$$
\sigma_{u_{0}}=\left\|u_{\infty}\right\|_{L_{2}\left(S^{2}\right)}^{2}=\int_{S^{2}}\left|u_{\infty}(\theta)\right|^{2} \mathrm{~d} \mu(\theta)
$$

is called the total cross section. $\mu$ is a square element of the unit sphere.
The operator $F$ which associates a boundary condition $u_{0} \in C(\partial \Omega)$ to the scattering amplitude $u_{\infty}$ is called the Far field operator. Its boundedness easily follows from the existence of the Dirichlet Green's function [7, 8]; therefore, it can be continued to a bounded operator $F: L_{2}(\partial \Omega, \mathrm{~d} S) \rightarrow L_{2}\left(S^{2}, \mathrm{~d} \mu\right)$, where $\mathrm{d} S$ is a standard square measure on $\partial \Omega$.

The operator DtN: $L_{2}(\partial \Omega) \rightarrow L_{2}(\partial \Omega)$ associates a function $u_{0}$ to the normal derivative of the corresponding field $u(r)$ :

$$
\operatorname{Dt} N\left(u_{0}\right)=\frac{\mathrm{d} u}{\mathrm{~d} n}(r), \quad r \in \partial \Omega
$$

The operator $D t N$ with the domain $\left\{u_{0} \in W_{1 / 2}^{2}(\partial \Omega): D t N u_{0} \in L_{2}(\partial \Omega)\right\}$ is an unbounded, pseudodifferential operator of order 1 with a compact resolvent [12, chapter 7], [11, 14], [2, theorem 3.11].

Theorem 1. The operator Dt $N$ has no spectrum in the lower half of $\mathbb{C}$.
Note that in the case where $\partial \Omega$ is a sphere this fact was known earlier (e.g. [13]).
Proof. Let us prove that for every function $u \in C^{2}\left(\mathbb{R}^{3} \backslash \Omega\right) \cap C^{1}\left(\overline{\mathbb{R}^{3} \backslash \Omega}\right)$ which satisfies (1), (2) we have

$$
\begin{equation*}
\left\|\frac{\partial u}{\partial n}+(a+\mathrm{i} b) u\right\|_{L_{2}(\partial \Omega)} \geqslant b\|u\|_{L_{2}(\partial \Omega)}, \tag{5}
\end{equation*}
$$

where $a, b \in \mathbb{R}, b>0$ :

$$
\left\|\frac{\partial u}{\partial n}+(a+\mathrm{i} b) u\right\|^{2}=\left\|\frac{\partial u}{\partial n}+a u\right\|^{2}+2 b \Im\left(\int_{\partial \Omega} \frac{\partial u}{\partial n} \bar{u} \mathrm{~d} S\right)+b^{2}\|u\|^{2} .
$$

The proof is completed by the well-known fact (which follows from the Second Green's identity)

$$
\begin{equation*}
\Im\left(\int_{\partial \Omega} \frac{\partial u}{\partial n} \bar{u} \mathrm{~d} S\right)=k\left\|u_{\infty}\right\|_{L_{2}\left(S^{2}\right)}^{2} \geqslant 0 . \tag{6}
\end{equation*}
$$

Note now that the inverse to $[D t N+(a+\mathrm{i} b)]$ is defined in a dense set in $L_{2}(\partial \Omega)$, since the boundary problem (1), (2) and

$$
(D t N+a+\mathrm{i} b) u=f
$$

are uniquely solvable for $f \in W_{2}^{1 / 2}(\partial \Omega)$ (e.g. [4]). According to (5), it is bounded on this set and therefore can be continually extended to a bounded operator acting on $L_{2}(\partial \Omega)$. The theorem is proved.

### 1.1. Justification of arbitrary numerical schemes with a uniform constant

Let the field $u^{\gamma}$ satisfy conditions (1), (2) and impedance boundary conditions of the form

$$
\begin{equation*}
\left(\frac{\partial}{\partial n}+\gamma(r)\right) u^{\gamma} \equiv f(r), \quad r \in \partial \Omega, \quad f \in C(\partial \Omega) \tag{7}
\end{equation*}
$$

where the function $f(r)$ is supposed to be known, the impedance function $\gamma(r) \in C(\partial \Omega)$ has a positive imaginary part $\Im(\gamma(r)) \geqslant \gamma_{0}>0$ and $\gamma_{0}$ is a constant. The existence and uniqueness of the solution of (1), (2), (7) is proven, for example, in [1, 4].

Suppose that we have found a function $u^{\gamma, 1}$ that satisfies (1), (2) and almost satisfies (7) (it is not important how it was found, either by applying numerical schemes or using analytical approximations in the case of small or large values of $k$ ):

$$
\begin{equation*}
\left(\frac{\partial}{\partial n}+\gamma(r)\right) u^{\gamma, 1} \equiv f(r)+\alpha(r), \quad \alpha(r) \in L_{2}(\partial \Omega, \mathrm{~d} S) \tag{8}
\end{equation*}
$$

In what follows, $\|\cdot\|=\|\cdot\|_{L_{2}(\partial \Omega)}$ and $\Gamma=\|\gamma\|_{C(\partial \Omega)}$.

## Theorem 2.

(1) We have an upper bound for the difference of fields:

$$
\begin{equation*}
\left\|u^{\gamma}-u^{\gamma, 1}\right\| \leqslant \frac{1}{\gamma_{0}}\|\alpha\| \tag{9}
\end{equation*}
$$

(2) There is an upper bound for the difference of normal derivatives:

$$
\begin{equation*}
\left\|\frac{\partial}{\partial n} u^{\gamma}-\frac{\partial}{\partial n} u^{\gamma, 1}\right\| \leqslant\left(\frac{\Gamma}{\gamma_{0}}+1\right)\|\alpha\| . \tag{10}
\end{equation*}
$$

(3) And finally, there is an upper bound for the difference between total cross sections of theoretical and constructed waves:

$$
\begin{equation*}
\left\|u_{\infty}^{\gamma}-u_{\infty}^{\gamma, 1}\right\|_{L_{2}\left(S^{2}\right)}^{2} \leqslant \frac{1}{k \gamma_{0}}\left(\frac{\Gamma}{\gamma_{0}}+1\right)\|\alpha\|^{2} . \tag{11}
\end{equation*}
$$

The proof is given in part 4.

### 1.2. Scattering of a plane wave by an obstacle with impedance boundary conditions

Now we consider the scattering of the incident field $\mathrm{e}^{\mathrm{i} k\left(r \cdot \theta_{0}\right)}$ formed by a plane wave with an incident angle $\theta_{0} \in S^{2}$, by an obstacle $\Omega$. Let the field $u^{\gamma}$ satisfy conditions (1), (2) and impedance boundary conditions of the form

$$
\begin{equation*}
\left.\mathcal{B}_{\gamma}\left(u^{\gamma}\right)\right|_{\partial \Omega} \equiv-\left.\mathcal{B}_{\gamma}\left(\mathrm{e}^{\mathrm{i} k\left(r \cdot \theta_{0}\right)}\right)\right|_{\partial \Omega}, \quad r=(x, y, z) \in \partial \Omega \tag{12}
\end{equation*}
$$

where $\gamma(r) \in C(\partial \Omega)$ is a positive function such that $\mathfrak{F}(\gamma(r)) \geqslant \gamma_{0}>0, \gamma_{0}$ is a constant and $\mathcal{B}_{\gamma}=(\partial / \partial n)+k \gamma(r)$. The operator $B_{i \gamma}$ appears as a stationary analogue of the $\frac{\partial}{\partial n}-\gamma(r) \frac{\partial}{\partial t}$ for the time-dependent wave equation.
Theorem 3. Let $u^{\gamma}$ satisfy (1), (2), (12). Denote by $S$ the area of $\partial \Omega$. The following inequalities hold.
(1) We have an upper bound for the total cross section:

$$
\begin{equation*}
\sigma_{\gamma}=\left\|u_{\infty}^{\gamma}\right\|_{L_{2}\left(S^{2}\right)}^{2} \leqslant S \frac{(1+\Gamma)^{2}\left(\gamma_{0}+\Gamma\right)}{\gamma_{0}^{2}} \tag{13}
\end{equation*}
$$

(2) We have an upper bound for the gradient of the scattering amplitude:

$$
\begin{equation*}
\left|\nabla_{\theta} u_{\infty}^{\gamma}(\theta)\right| \leqslant \frac{\sqrt{S} k}{4 \pi} \frac{1+\Gamma}{\gamma_{0}}\left(k\left(\gamma_{0}+\Gamma\right)+k+1\right), \quad \theta \in S^{2} \subset \mathbb{R}^{3} \tag{14}
\end{equation*}
$$

(3) And finally there are bounds for the field and normal derivative of the field on the surface $\partial \Omega:$

$$
\begin{equation*}
\left\|u^{\gamma}\right\| \leqslant \sqrt{S} \frac{1+\Gamma}{\gamma_{0}} \tag{15}
\end{equation*}
$$

(4)

$$
\begin{equation*}
\left\|\frac{\partial u^{\gamma}}{\partial n}\right\| \leqslant k \sqrt{S} \frac{(1+\Gamma)\left(\gamma_{0}+\Gamma\right)}{\gamma_{0}} . \tag{16}
\end{equation*}
$$

In case of a constant value of $\gamma(r)$ the first statement was proved in [6]. The second inequality is a consequence of the well-known representation:

$$
\begin{equation*}
u_{\infty}(\theta)=\frac{1}{4 \pi} \int_{\partial \Omega}\left(\frac{\partial u}{\partial n}+\mathrm{i} k(n \cdot \theta) u\right) \mathrm{e}^{-\mathrm{i} k(\theta \cdot r)} \mathrm{d} S(r) \tag{17}
\end{equation*}
$$

We should note that we used everywhere $|(n \cdot \theta)| \leqslant 1$, so that these inequalities could be improved.

## 2. Wave analogue of Newton's problem of body minimal resistance

In 1685, Newton published [9] the solution of his problem of minimal resistance. The body flies through a rarefied medium where particles do not mutually interact and have elastic collisions with the body's surface. Newton considered convex bodies of revolution embedded in a certain cylinder having the same geometrical cross section $\sigma_{c l}$. He obtained an exact positive solution in this case. Recently, a body with zero resistance was constructed [10]. It is interesting to study the problem of minimization of the resistance of a body in the case of wave scattering.

In the wave model of scattering by an obstacle, the observable corresponding to classical resistance, is the transport cross section (e.g. [5])

$$
R_{\gamma}\left(k, \theta_{0}, \Omega\right)=\int_{S^{2}}\left(1-\left(\theta \cdot \theta_{0}\right)\right)\left|f_{\gamma}(\theta)\right|^{2} \mathrm{~d} \theta
$$

Note that by definition the resistance is normalized by the total cross section $R_{\gamma} / \sigma_{\gamma} \in[0,2]$ and clearly, in classical scattering, the border values of the segment $[0,2]$ can be attained. Of course, since the distribution of the scattered wave $f(\theta)$ is an analytical function, it cannot equal a $\delta$-function and so $R_{\gamma}$ cannot be equal to zero. But, due to the quasiclassical effect, for large obstacles (or wave numbers), the infimum of the normalized $R_{\gamma} \backslash \sigma_{\gamma}$ could be 0 . To see this effect, one can fix $k$ and observe a sequence of prolate spheroids ( $a=b=n$, $c=1 \backslash n, n \rightarrow \infty)$. By the results of [5] we have for every convex body

$$
\lim _{k \rightarrow \infty} \frac{R_{\infty}}{\sigma_{\infty}}=\frac{R_{c l}}{\sigma_{c l}}
$$

and this ratio could become arbitrary small in our sequence of spheroids.

Theorem 4. The following inequality holds:

$$
\begin{equation*}
R_{\gamma}>\frac{1}{2 \pi}\left(\frac{\sigma_{\gamma} \gamma_{0}}{k S}\right)^{2} \frac{1}{(1+\Gamma)^{2}\left(1+\Gamma+\gamma_{0}\right)^{2}}, \quad \Im \gamma>0 \tag{18}
\end{equation*}
$$

Therefore, we can conclude that $R_{\gamma}$ has a positive infimum in the class of obstacles with a fixed total cross section $\sigma_{\gamma}$ and a uniformly bounded area $S$.

## 3. Discussion of the results

(1) Inequality (13) (theorem 2, part 1) solves the question whether for certain $\gamma$ and $k>0$ there exists a sequence of smooth obstacles with uniformly bounded area such that $\sigma_{\gamma}$ tends to infinity.

Note that this fact is quite nontrivial, since plane waves transfer infinite energy and every part of it interacts with the obstacle, even if it is quite far from the obstacle.
(2) There exist many numerical methods of obstacle reconstruction from scattering data. But (13) gives us the possibility of estimating the area of the obstacle immediately, since we measured the scattering amplitude for any body angle. See [3] for another approach.
(3) Inequality (14) (theorem 3, part 2) gives us the possibility of extrapolating values of the scattering amplitude in case it is only known on the epsilon net.
(4) Theorem 2 evidently tells us exactly when we have to stop our numerical scheme.

## 4. Proofs of results

In what follows, $\widehat{\Gamma}=\|\Im(\gamma)\|_{C(\partial \Omega)}$.
Lemma 1. For every field $u \in C^{2}\left(\mathbb{R}^{3} \backslash \Omega\right) \cap C^{1}\left(\overline{\mathbb{R}^{3} \backslash \Omega}\right)$ which satisfies (1), (2), (3):

$$
\begin{equation*}
\left\|\frac{\partial u}{\partial n}+k \gamma(r) u\right\| \geqslant \gamma_{0} k\|u\| . \tag{19}
\end{equation*}
$$

## Proof.

$$
\begin{aligned}
\left\|\frac{\partial u}{\partial n}+k \gamma(r) u\right\| & =\left\|\frac{\partial u}{\partial n}+k \operatorname{Re}(\gamma) u+\mathrm{i} k \widehat{\Gamma} u+\mathrm{i} k(\Im(\gamma(r))-\widehat{\Gamma}) u\right\| \\
& \geqslant\left\|\frac{\partial u}{\partial n}+k \operatorname{Re}(\gamma(r))+\mathrm{i} k \widehat{\Gamma} u\right\|-\|k(\Im(\gamma(r))-\widehat{\Gamma}) u\| \\
& \geqslant k \widehat{\Gamma}\|u\|-k\left\|\Im(\gamma(r))-\gamma_{0}\right\|_{C}\|u\| \geqslant k \gamma_{0}\|u\| .
\end{aligned}
$$

Here we used that $\left\|\Im(\gamma(r))-\gamma_{0}\right\|_{C} \leqslant \widehat{\Gamma}-\gamma_{0}$. The lemma is proved.
Let us prove theorem 2. Using lemma 1, we get

$$
\gamma_{0}\left\|u^{\gamma}-u^{\gamma, 1}\right\| \leqslant\left\|\left(\frac{\partial}{\partial n}+\gamma(r)\right)\left(u^{\gamma}-u^{\gamma, 1}\right)\right\|=\|\alpha\| .
$$

2. Using $(\partial / \partial n+\gamma(r))\left(u^{\gamma}-u^{\gamma, R}\right)=\alpha(r)$, we get

$$
\left\|\frac{\partial}{\partial n} u^{\gamma}-\frac{\partial}{\partial n} u^{\gamma, 1}\right\| \leqslant \Gamma\left\|u^{\gamma}-u^{\gamma, 1}\right\|+\|\alpha\| \leqslant\left(\frac{\Gamma}{\gamma_{0}}+1\right)\|\alpha\| .
$$

3. Using (6)

$$
\begin{aligned}
\left\|u_{\infty}^{\gamma}-u^{\gamma, 1} \infty\right\|_{L_{2}\left(S^{2}\right)}^{2} & \leqslant \frac{1}{k}\left\|u^{\gamma}-u^{\gamma, 1}\right\| \cdot\left\|\frac{\partial}{\partial n} u^{\gamma}-\frac{\partial}{\partial n} u^{\gamma, 1}\right\| \\
& \leqslant \frac{1}{k} \frac{1}{\gamma_{0}}\|\alpha\|\left(\frac{\Gamma}{\gamma_{0}}+1\right)\|\alpha\|=\frac{1}{k \gamma_{0}}\left(\frac{\Gamma}{\gamma_{0}}+1\right)\|\alpha\|^{2}
\end{aligned}
$$

Theorem 2 is proven.
Now, let us prove theorem 3. Note that from (12), it follows that

$$
\begin{aligned}
\left\|\frac{\partial u^{\gamma}}{\partial n}+k \gamma(r) u^{\gamma}\right\| & =\left\|\frac{\partial \mathrm{e}^{\mathrm{i} k\left(r \cdot \theta_{0}\right)}}{\partial n}+k \gamma(r) \mathrm{e}^{\mathrm{i} k\left(r \cdot \theta_{0}\right)}\right\| \leqslant \\
& \leqslant\left\|\frac{\partial \mathrm{e}^{\mathrm{i} k\left(r \cdot \theta_{0}\right)}}{\partial n}\right\|+k \Gamma\left\|\mathrm{e}^{\mathrm{i} k\left(r \cdot \theta_{0}\right)}\right\| \leqslant \sqrt{S} k(1+\Gamma) .
\end{aligned}
$$

Recall that $S=\operatorname{Area}(\partial \Omega)$. Hence, using (19), we obtain

$$
\begin{equation*}
\gamma_{0}\left\|u^{\gamma}\right\| \leqslant \sqrt{S}(1+\Gamma) . \tag{20}
\end{equation*}
$$

Also from (12), we have

$$
-\frac{\partial u^{\gamma}}{\partial n}=k \gamma(r) u^{\gamma}(r)+\frac{\partial \mathrm{e}^{\mathrm{i} k\left(r \cdot \theta_{0}\right)}}{\partial n}+k \gamma(r) \mathrm{e}^{\mathrm{i} k\left(r \cdot \theta_{0}\right)}
$$

therefore

$$
\begin{align*}
\left\|\frac{\partial u^{\gamma}}{\partial n}\right\| & \leqslant k \Gamma\left\|u^{\gamma} \mid+\right\| \frac{\partial \mathrm{e}^{\mathrm{i} k\left(r \cdot \theta_{0}\right)}}{\partial n}\|+k \Gamma\| \mathrm{e}^{\mathrm{i} k\left(r \cdot \theta_{0}\right)} \| \\
& \leqslant k \Gamma\left\|u^{\gamma}\right\|+\sqrt{S} k(1+\Gamma) \leqslant 2 k \sqrt{S}(1+\gamma) \tag{21}
\end{align*}
$$

Now from (20) and (21), we have
$\sigma_{\gamma} \leqslant \frac{1}{k}\left\|u^{\gamma}\right\|\left\|\frac{\partial u^{\gamma}}{\partial n}\right\| \leqslant \frac{1}{k}\left(\frac{\sqrt{S}(1+\Gamma)}{\gamma_{0}}\right)(2 k \sqrt{S}(1+\Gamma))=\frac{2 S(1+\Gamma)^{2}}{\gamma_{0}}$.
This ends the proof of theorem 3.
Now we prove theorem 4. From (17), we obtain the upper bound for the scattering amplitude for every angle:

$$
\begin{align*}
& |f(\theta)| \leqslant \frac{1}{4 \pi}\left(\left\|\frac{\partial u_{\gamma}}{\partial n}\right\|+k\left\|u_{\gamma}\right\|\right) \sqrt{S}=\frac{k S}{4 \pi \gamma_{0}}(1+\Gamma)\left(\gamma_{0}+\Gamma+1\right)=: M, \quad \theta \in S^{2} \\
& R_{\gamma}=\int_{0}^{\pi} \int_{0}^{2 \pi}(1-\cos \widetilde{\theta})|f(\widetilde{\theta}, \varphi)|^{2} d(-\cos \widetilde{\theta}) \mathrm{d} \varphi \\
& \quad \geqslant \int_{\tilde{\theta}: 1-\cos \tilde{\theta}>\delta} \int_{0}^{2 \pi}(1-\cos \tilde{\theta})|f(\widetilde{\theta}, \varphi)|^{2} d(-\cos \widetilde{\theta}) \mathrm{d} \varphi \tag{23}
\end{align*}
$$

where $1 \geqslant \delta \geqslant 0$ is an arbitrary number. Using (23) we obtain that the last expression is greater than

$$
\delta\left(\sigma_{\gamma}-\int_{\tilde{\theta}: 1-\cos \tilde{\theta}<\delta} \int_{0}^{2 \pi}|f(\widetilde{\theta}, \varphi)|^{2} d(-\cos \tilde{\theta}) \mathrm{d} \varphi\right) \geqslant \delta\left(\sigma_{\gamma}-2 \pi \delta M^{2}\right)
$$

Choosing $\delta:=\frac{\sigma_{\gamma}}{4 \pi M^{2}}$, we obtain

$$
R_{\gamma} \geqslant \frac{\sigma_{\gamma}^{2}}{8 \pi M^{2}}=\frac{1}{2 \pi}\left(\frac{\sigma_{\gamma} \gamma_{0}}{k S}\right)^{2} \frac{1}{(1+\Gamma)^{2}\left(1+\Gamma+\gamma_{0}\right)^{2}}
$$

Theorem 4 is proven.
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